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Could removing toxicity come with unintended side effects?
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● Toxicity classifiers often misclassify minority language as toxic

● Toxicity classifiers are used in all popular detoxification techniques

● Bias from classifiers propagates into detoxified LMs!

● Detoxified LMs perform worse for minority users



I guess we 
aint 

celebrating 
her b day 
cause she 
hasn't said 

not one thing 
bout it

I am a hijab 
wearing 
Muslim 
woman. 
When 

something 
like this 

happens, I 
brace for 

dirty looks

WAE AAE MIM

I guess 
we're not 

celebrating 
her birthday 
because she 

has said 
nothing 
about it

We study detoxification in relation to these types of language

Minority Language We Study
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All of these techniques depend on classifiers!



Sampling bias: 
● Oversampling of toxic AAE & comments with minority identity

Annotation bias:
● Toxicity depends on the speaker’s identity
● Toxicity depends on the reader’s identity

Classifier

Toxicity Classifiers are Biased
From Sap et al., 2019

Results in correlation between minority language and toxic label!

Wussup, n*gga!��🏿 💻 ��🏻 💻Toxic

https://www.aclweb.org/anthology/P19-1163/
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Human Evaluations
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Detoxified LMs perform worse for AAE users!
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Concrete Harms to Marginalized Groups

● Minority users must code switch to WAE or accept worse performance

● Stigmatizes AAE as “bad” English [Flores and Rosa, 2015]

● Perpetuates a culture that minority users do not matter

● … among other harms

https://meridian.allenpress.com/her/article-abstract/85/2/149/32176/Undoing-Appropriateness-Raciolinguistic-Ideologies?redirectedFrom=fulltext


Thank you!

Paper, code, and data available at albertxu.xyz

https://albertxu.xyz/

